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We Try to Understand the Universe

―
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https://home.cern/news/series/lhc-physics-ten/recreating-big-bang-matter-earth


Collide Protons...
The kinetic energy of two 88k tons aircraft carriers, each at 10km/h

Packed into a transverse section of 16 micron

―
Video from YouTube

0:00
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https://www.youtube.com/watch?v=FLrEghnKncA


To See What Happens

 
―
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https://particleadventure.org/collision.html
https://xkcd.com/1949/


Complex Experiments
Costly full simulation

Interrelation of many parameters

Large number of optimizable subdetectors

Complexity prevents from optimizing targeting final goals
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Track first, destroy later

Redundancy in the detection

systems

Symmetrical layouts

No guarantee of optimality

Subdetector-specific figures of

merit

Robustness is not optimization
50+ years old detector design concepts served us well but may now be assisted
by AI

Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 5 / 43



Optimal design requires domain
expertise

―
Slide by Lukas Heinrich at QCHS 2022. Referenced paper is doi:10.2514/6.2006-7242Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 6 / 43

http://dx.doi.org/10.2514/6.2006-7242





Joint optimization: why?
Yields in general different solution than optimization of individual features

Both marginally and sequentially

―
Illustration (c) P. Vischia, book in preparation

argmin ​(L(x, y)) ​ ≠x,y
x

argmin ​(L(x, y))x

argmin ​(L(x, y)) ​ ≠x,y
y

argmin ​(L(x, y))y
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Large gains to be had
MUonE: proposed 150 GeV muon beam experiment to be built at CERN

Measure precisely the  differential cross section in electron-muon scattering

40 tracking stations and a calorimeter

Dramatic improvement in the resolution on  even from a simple grid search

―
Image from Physics Open, 4:100022, 2020 and MODE White Paper

q2

q2
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https://doi.org/10.1016/j.physo.2020.100022
https://arxiv.org/abs/2203.13818


Different challenges require
different methods

1. Grid/random search

2. Bayesian opt, simulated annealing, genetic algos, ...

3. *Gradient-based optimization (Newtonian, gradient descent, BFGS, ...)
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Optimize...

New large, long-term projects

Push technological skills to the

limit

...within constraints

Unprecedented global challenges

Society less receptive to
fundamental research

A moral imperative

Maximum extraction of scientific value from the available resources

―
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https://cds.cern.ch/record/2721370


Optimization via gradient descent

Target-oriented loss functions

Constraints inserted as

penalization

Additional term to the loss

Finite Budget: loss and constraints

―
Top illustration from easyai.tech, bottom one from the MODE White Paper

​ ​

L = L(physics output)

+ λ(L(cost))
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https://easyai.tech/en/ai-definition/gradient-descent/
https://arxiv.org/abs/2203.13818


Guarantee feasibility within
constraints

Monetary cost

Case-specific technical constraints

: local, specific to the technology used (e.g. active components material)

: global, describing overall detector conception (e.g. number, size, position of

detector modules)

Fixed costs can be added separately to the loss function

L ​ =cost c(θ,ϕ)

θ

ϕ
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Optimization has practical
consequences

Material availability (influenced e.g. also by wars) is also a concern, nowadays
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If you can't turn it on, it's not
optimal
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Maybe we can optimize cable
layout

Easily description as trees or graphs

Alhough intrinsically discontinous and nonsmooth

Mostly gradient-free tree searches

Maybe further studies on the loss landscape can help in solving this in a

differentiable way

―
Left image: 10.1016/j.phpro.2012.05.297, right image: 10.5194/wes-7-925-2022Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 15 / 43

https://doi.org/10.1016/j.phpro.2012.05.297
https://doi.org/10.5194/wes-7-925-2022


Cannot parameterize

everything

The optimal solution:
unrealistic

Provide feasible solutions
near optimality

The physicist will fine tune

Assist the physicist with a
landscape of solutions

―
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How far from optimality?
Can we define in a general way an acceptable increase in loss?

Tradeoff performance/cost

―
Image from Li et al (taken as pictorial representation out of its original context) Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 17 / 43

https://arxiv.org/abs/1712.09913


Maybe we should marginalize?
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We detailed our idea in the MODE

White Paper

109-page document drafting the way

forward, joint with computer

scientists from proton Computed

Tomography

under revision for Reviews in Physics

How to optimize an experiment
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https://arxiv.org/abs/2203.13818
https://sivert.info/


Ingredients
Multidimensional stochastic input variable  from simulator of

physics process

Potentially dependent on latent variables

Sensor readouts 

High-level features 

Low-dimensional summary for inference, 

Optimization metric to find values of  that optimize inference made with 

―
From our white paper

x ∼ f(x)

z ∼ p(z∣x, θ)

ζ(θ) = R[z, θ, ν(θ)]

s = A[ζ(θ)]

θ s
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https://arxiv.org/abs/2203.13818


Optimization recipe

For example, to identify smuggled material in a container

―
From our white paper

L = (1 + e ) ​ [w ​(Z)m ​[s(Z)]]k(c ​−c ​)θ 0 ∑z imp 50,α
concealed
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https://arxiv.org/abs/2203.13818


Differentiable happiness
Domain knowledge crucial to parameterize systems in an optimal way (pun
intended)

―
From our white paper Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 22 / 43

https://arxiv.org/abs/2203.13818


Forward mode

To the extreme, 

Evaluates 

Reverse mode

To the extreme, 

Evaluate 

Computational cost of calculating  for  in 

Automatic differentiation
z(x, y) = 2x + x sin(y) + y3

f : R → Rm

( ​ , … , ​ )∂x
∂f ​1

∂x
∂f ​m

f : R →n R

∇f(x)( ​ , … , ​ )∂x ​1

∂f
∂x ​n

∂f

J ​(x)f f : R →n Rm R ×n Rm

O(n time(f)) O(m time(f))
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When the likelihood is intractable
 not in closed form

Sample 

Then  distributed as emulator, 

 nondifferentiable stochastic simulator

Replace with local surrogate , where  describes the stochastic variation of

the approx distribution

Learn surrogate separately

Descend to the minimum of approximated loss by following surrogate gradient

―
From our white paper

p(⋅)
x ​ ∼i f(x)

z ​i x ​ ∼i F (x ​, θ)i

​ =θ̂approx arg min ​ ​ ​ L[A(R(z ​)), c(θ)]θ n
1 ∑i=1

n
i

F (⋅)
z = S(y,x, θ) y

∇ ​( ​) =θ L(z) ​ ​ ∇ ​L[A(R(S(y ​,x ​, θ))), c(θ)]n
1 ∑i=1

n
θ i i
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https://arxiv.org/abs/2203.13818


Advantages of surrogates
Subset of relatively simple class of functions (but they must be able to
reproduce  well)

Learn by training (hic sunt leones), (but )

Automatically get AD out of the box even if original  is not differentiable

Evaluation of surrogate (for optimization) much faster than evaluation of 

―
Image from Shirobokov,..., Kagan, ... et al.

F (⋅)

N(eval F ) ≥ O(dim(θ))

F (⋅)

F (⋅)
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https://arxiv.org/abs/2002.04632


Already exploring

Muon tomography

LHCb and CMS calorimetry

SWGO placement/geometry of tanks

LEGEND optimization

Vast set of use cases

―
From our white paper Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 26 / 43

https://arxiv.org/abs/2203.13818


Want to infer properties (e.g. 3D

map of elemental composition) of

unknown volume

Shipping container, archeological site,

nuclear waste dump, industrial

machinery, etc.

Muons from cosmic rays traverse
us all the time

On average, 1 muon per  per

minute

Change in kinematics provides handle

for inference on 

Muon Tomography

―
Figure from the TomOpt project

cm2

X ​0
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Will likely have a budget

Money, heat, power, positioning of

detectors, imaging time...

Will likely have varying purposes

Today want to spot uranium,

tomorrow e.g. drugs

Domain knowledge is not enough
Domain knowledge typically provides heuristics based on proxy objectives

―
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Inference chain as

differentiable pipeline

Can compute 

Task as loss function

Including target (e.g.

prediction uncertainty),

costs, constraints

Backpropagate and

optimize as usual

Gradient descent

TomOpt
Differential optimization of muon-tomography detectors (ongoing project)

Giles C. Strong, Tommaso Dorigo, Andrea Giammanco, Pietro Vischia, Jan Kieseler, Maxime

Lagrange, Mariam Safieldin, Federico Nardi, Anna Bordignon, Haitham Zaraket, Max

Lamparth, Federica Fanzago, Oleg Savchenko, Nitesh Sharma

Modular design in python, autodiff via PyTorch

―
Figure from the TomOpt project

p(Δoutput∣Δdetector parameters)
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Formulas by 2015 and 2016

models

Account for Earth's curvature

Code handles many muons at once

(batch)

Muon Generation

―
Left: Guan et al, Right: G.C.Strong Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 30 / 43

https://arxiv.org/abs/1509.06176
https://arxiv.org/abs/1606.06907
https://arxiv.org/abs/1509.06176


Volume made up of stacked layers

in 

Passive layers scatter muon

PDG and GEANT models both

available

Voxelized passive layers 

Active layers record muon hits

Parameterized efficiency and

resolution (cost, physics constraints)

Volume Specification

―
Figure by G.C.Strong

z

(x, y)

Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 31 / 43



Monte Carlo Truth
Per each scenario, can build voxelized random volumes

Each voxel can be a different material

tomoNext: material mixture per voxel

―
Figure by G.C.Strong Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 32 / 43



Make muon hits differentiable
Associate a distribution to resolution and efficiency

e.g. Gaussian centered on panel and width equal to panel span

p.d.f. of the muon position is now differentiable

Further generalization: Gaussian Mixture models

―
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Analytic maximum likelihood fit

considering uncertainty and

efficiency of hits

fully differentiable w.r.t. detector

parameters

Provides track parameters and

their uncertainties

POCA (POint of Closest Approach)

assume one scattering in one point

invert model to compute 

average  per voxel

From hits to tracks

―
Figure by G.C.Strong

X ​0

X ​0
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Iterative algorithm

estimate scatter density based on

current estimate of the image

update estimate of the image based

on the estimated scatter density

Volume Inference with Expectation
Maximization
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EM preliminary performance

―
Plots by Mariam Safieldin Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 36 / 43



Basic approach of inverting scatter
model to compute  is highly

biased

Maybe a task-specific summary

statistic would work better

Volume inference
The main boundary is that inference algorithm must be differentiable

―
Figure by G.C.Strong

X ​0
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Promising performance

Muon track quantities

differentiable

can compute uncertainties due to

spatial resolution

useful for aggregating

Summary can be learned

Graph neural network (see

G.C.Strong's talk)

It's all about summaries
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https://indico.cern.ch/event/1078970/timetable/?view=standard#42-two-level-graphs-for-muon-t


Optimization
Regular gradient descent of a loss function

account for cost of the detector and other constraints

standard optimisers to update detector parameters

―
Figure by G.C.Strong Pietro Vischia - Optimizing Experiment Design with Machine Learning - STAMPS Seminars - 2023.03.31 --- 39 / 43



Pipeline

―
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Inference via


low-dim summaries

E.g. identify uranium

in container

Encouraging results

―
Material from TomOpt draft paper

0:00
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The MODE Collaboration
https://mode-collaboration.github.io/

Joint effort (created 11.2020) of particle physicists, nuclear physicists,

astrophysicists, and computer scientists
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Series of yearly workshop
First installment in Louvain-la-Neuve (Belgium)

Second installmentnt in Kolymbari (Greece)

37 talks, 9 posters, one data challenge with prizes, recordings will be online soon

You are all invited to the Third MODE Workshop, to be held in Princeton (USA)
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